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Abstract  

This document describes how to model TE to pologies  and tunnel s for 
transport networks, by usi ng the TE topol ogy YANG model [I - D.ietf -
teas - yang - te - topo] and the TE tunnel YANG model [I - D.ietf - teas - yang -
te] .  

Conventions used in this document  

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",  
"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIO NAL" in this 

document are to be interpreted as described in RFC - 2119 [RFC2119].  
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1. Modeling  Considerations  

1.1. TE Topology Model  

The TE Topology Model is written in YANG modeling language. It is 
defined and developed by the IETF TEAS WG and is documented as ñYANG 
Data Model for TE Topologiesò [I- D.ietf - teas - yang - te - topo]. The model 
describes a TE network providerôs Traffic Engineering data store as 

it is seen by a client. It allows for the provider to convey to each 
of its clients:  

o information on network resources available to the client in the 
form of one or several native TE topologies (for example, one for 
each layer network supported by the provider);  

o one or several abstract TE topologies, customized on per - client 
basis and sorted according to the providerôs preference as to how 
the abstract TE topol ogies are to be used by the client;  

o updates with incremental changes happened to the previously 

provided abstract/native TE topology elements;  



Internet - Draft  TE Topology  and Tunnel Modeling   June 2017  
 

 
 
Bryskin, et al.  Expires December 29 ,  2017  [Page 4]  

 

o updates on telemetry/state information the client has expressed 
interest in;  

o overlay/underlay relationships betwe en the TE topologies provided 
to the client (e.g. TE path computed in an underlay TE topology 
supporting a TE link in an overlay TE topology);  

o client/server inter - layer adaptation relationships between the TE 
topologies provided to the client in the form o f TE inter - layer 

locks or transitional links;  

The TE Topology Model allows a network client to:  

o (Re - )configure/negotiate abstract TE topologies provided to the 
client by a TE network provider, so that said abstract TE 
topologies optimally satisfy the clien tôs needs, constraints and 
optimization criteria, based on the clientôs network planning, 
service forecasts, telemetry information extracted from the 
network, previous history of service provisioning and performance 
monitoring, etc.;  

o Obtain abstract/native  TE topologies from multiple providers and 
lock them horizontally (inter - domain) and vertically (inter - layer) 
into the clientôs own native TE topologies; 

o Configure, with each provider the trigger, frequency and contents 
of the TE topology update notificati ons;  

o Configure, with each provider the trigger, frequency and contents 
of the TE topology telemetry (e.g. statistics counters) update 
notifications.  
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1.2. TE Topology Modeling Constructs  

Figure 1. TE Topology  

o TE domain  ï a multi - layer traffic engineered network  under direct 
and complete control of a single authority, network provider. TE 
domain can be described by one or more TE topologies. For example, 
separate TE topologies can describe each of the domainôs layer 
networks. TE domain can hierarchically encompas s/parent other 
(child) TE domains, and can be encompassed by its own parent.  

o TE topology  ï a graphical representation of a TE domain. TE 
topology is comprised of TE nodes (TE graph vertices) 
interconnected via TE links (TE graph edges).  

__________________ ___________________________________________________  

/* TE topology */  
augment /nw:networks/nw:network:  
   /* TE topology global ID */  
   +-- rw provider - id?      te - types:te - global - id  
   +-- rw client - id?        te - types:te - global - id  
   +-- rw te - topology - id?   te - types:te - topology - id  
....................................... ...........................  
   /* TE topology general parameters */  
     |  + -- rw preference?               uint8  

     |  + -- rw optimization - criterion?   identityref  
........... ............................ ...........................  
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         /* TE topology list of TE nodes */  
augment /nw:networks/nw:network/nw:node:  
   +-- rw te - node - id?   te - types:te - node - id  
....................................... ...........................  
         /* TE topology list of TE links */  
augment /nw:networks/nw:network/nt:link:  
....................................... ...........................  
        /* TE topology list of TE link termination points */  
augment /nw:networks/nw:network/nw:node/nt:termi nation - point:  

   +-- rw te - tp - id?   te - types:te - tp - id  
....................................... ...........................  

_____________________________________________________________________  

 
 

 
Figure 2. TE Node  
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o TE node -  an element of a TE topology (appears as a vertex on TE 
graph). A TE node represents one or several nodes (physical 
switches), or a fraction of a node. A TE node belongs to and is 
fully defined in exactly one TE topology. A TE node is assigned a 
TE topology scope - unique ID. TE node at tributes include 
information related to the data plane aspects of the associated 
node(s) (e.g. TE nodeôs connectivity matrix), as well as 
configuration data (such as TE node name). A given TE node can be 
reached on the TE graph, representing the TE topolog y, over one of 

TE links terminated by the TE node.  

 
_____________________________________________________________________  

/* TE node */  
augment /nw:networks/nw:network/nw:node:  
   /* TE node ID */  
   +-- rw te - node - id?   te - types:te - node - id  
..................................................................  
   /* TE node general attributes */  
      |  + -- rw te - node - attributes */  

..................................................................  
   /* TE node connectivity matrices */  
      |     +-- rw connectivity - matrices  
..................................................................  
   /* TE node underlay TE topology */  
           |     + -- rw underlay - topology {te - topology - hierarchy}?  
           |        + -- rw network - ref?   leafref  
..... .............................................................  
   /* TE node information sources*/  
      |  + -- ro information - source - entry* [information - source]  
..................................................................  
  /* TE node statistics */  

     +-- ro statistics  
..................................................................  
  /* TE node TTP list */  
     +-- rw tunnel - termination - point* [tunnel - tp - id]  
..................................................................  

________________________ _____________________________________________  
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o TE link  -  an element of a TE topology (appears as an edge on TE 
graph), TE link is unidirectional and its arrow indicates the TE 
linkôs direction. Edges with two arrows on the TE topology graph 
(see Figure 1) represent bi - directional combinations of two 
parallel oppositely directed TE links. A TE link represents one or 
several physical links or a fraction of a physical link.  A TE 
link belongs to and is fully defined in exactly one TE topology. A 
TE link is ass igned a TE topology scope - unique ID. TE link 
attributes include parameters related to the data plane aspects of 

the associated link(s) (e.g. unreserved bandwidth, resource 
maps/pools, etc.), as well as the configuration data (such as 
remote node/link IDs, SRLGs, administrative colors, etc.) A TE 
link is connected to a TE node, terminating the TE link via 
exactly one TE link termination point (LTP) .  

 
_____________________________________________________________________  

/* TE link */  
augment /nw:networks/ nw:network/nt:link:  
/* TE link bundle information */  

      |  + -- rw (bundle - stack - level)?  
      |  |  |  + -- rw bundled - links  
      |  |     + -- rw component - links  
..................................................................  
/* TE link general attribut es */  

|  + -- rw te - link - attributes  
 

..................................................................  
/* TE link underlay TE topology */  
      |     + -- rw underlay! {te - topology - hierarchy}?  
      |     |  + -- rw primary - path  
      |     |  + -- rw backup - path * [index]  

  
..................................................................  
/* TE link layer network */  
     |     + -- rw interface - switching - capability* [switching -
capability encoding]  
  
..................................................................  
/* TE link protection type */  
     |     |  + -- rw protection - type?   uint16  
  
..................................................................  
 

/* TE link supporting TE tunnels */  
    |     |  + -- rw tunnels  
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............................................ ......................  
/* TE link transitional link flag */  
     |  + -- ro is - transitional?            empty  
 
  
..................................................................  
/* TE link information sources */  
      |  + -- ro information - source?         te - info - source  

  
..................................................................  
/* TE link statistics */  
     +-- ro statistics  
  
..................................................................  

________________________________________________________ _____________  

 
 

o Intra - domain TE link  -  TE link connecting two TE nodes within the 
same TE topology representing a TE network domain (e.g. L14 in 

Figure 1). From the point of view of the TE topology where the 
intra - domain TE link is defined, the TE link is close - ended, that 
is, both local and remote TE nodes of the link are defined in the 
same TE topology.  

o Inter - domain TE link  -   TE link connecting two border TE nodes 
that belong to separate TE topologies describing neighboring TE 
network domains (e.g. L3x i n Figure 1). From the point of view of 
the TE topology where the inter - domain TE link is defined, the TE 
link is open - ended, that is, the remote TE node of the link is not 
defined in the TE topology where the local TE node and the TE link 
itself are define d.  

[Note: from the point of view of a TE node terminating an inter -
domain TE link there is no difference between inter - domain and 
access TE links]  

o Access TE link  -  TE link connecting a border TE node of a TE 
topology describing a TE network domain to a TE  node of a TE 
topology describing a customer network site (e.g. L1x in Figure 1) 
From the point of view of the TE topology where the access TE link 
is defined, the TE link is open - ended, that is, the remote TE node 
of the link (t.e. TE node representing cu stomer network 
element(s)) is not defined in the TE topology where the local TE 

node and the TE link itself are defined.  
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[Note: from the point of view of a TE node terminating an access 
TE link there is no difference between access and inter - domain TE 
link s]  

o Dynamic TE link  -   a TE link that shows up in (and disappears 
from) a TE topology as a result of multi - layer traffic 
engineering. Dynamic TE link (supported by a hierarchy TE tunnel 
dynamically set up in a server layer network) is automatically 
(i.e. wi thout explicit configuration request) added to a client 

layer network TE topology to augment the topology with additional 
flexibility to ensure successful completion of the path 
computation for and provisioning of a client layer network 
connection/LSP. For  example, an ODUk hierarchy TE tunnel can 
support a dynamic Ethernet layer TE link to enable provisioning of 
an Ethernet layer connection on a network that does not have 
sufficient static Ethernet layer connectivity. Likewise, dynamic 
TE link is automatica lly removed from the TE topology (and its 
supporting hierarchy TE tunnel released) as soon as the TE link 
stops carrying client layer connections/LSPs.  

o TE link termination point (LTP)  -  a conceptual point of connection 

of a TE node to one of the TE links terminated by the TE node (see 
Figure 2a). Unlike TE link, LTP is bi - directional ï an inbound TE 
link and an oppositely directed outbound TE link have to be 
connected to the TE node via the same LTP to constitute a bi -
directional TE link combination.  

 

Figu re 2a. Bi - directional TE link combination (left), independent 
uni - directional TE links (right)  

_____________________________________________________________________  

/* LTP */  
augment /nw:networks/nw:network/nw:node/nt:termination - point:  
/* LTP ID */  
   +-- rw te - tp - id?   te - types:te - tp - id  
/* LTP network layer ID */  
      |  + -- rw interface - switching - capability* [switching -

capability encoding]  
      |  |  + -- rw switching - capability    identityref  
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      |  |  + -- rw encoding                identityref  
/* LTP bandwidth information */  
      |  |  + -- rw max - lsp - bandwidth* [priority]  
      |  |     + -- rw priority     uint8  
      |  |     + -- rw bandwidth?   te - bandwidth  
/* LTP inter - layer locks */  
      |  + -- rw inter - layer - lock - id?              uint32  
  
.......... ........................................................  

_____________________________________________________________________  

 
 

o TE tunnel termination point (TTP)  ï an element of TE topology 
representing one or several potential TE tunnel 
termination/adapt ation points (e.g. OCh layer transponder). A TTP 
is hosted by exactly one TE node (see Figure 2). A TTP is assigned 
a TE node scope - unique ID. Depending on the TE nodeôs internal 
constraints, a given TTP hosted by the TE node could be accessed 
via one, sev eral or all TE links originated/terminated from/by the 
TE node. TTPôs important attributes include Local Link 

Connectivity List, Adaptation Client Layer List, TE inter - layer 
locks (see below), Unreserved Adaptation Bandwidth (announcing the 
TTPôs remaining adaptation resources sharable between all 
potential client LTPs), and Property Flags (indicating 
miscellaneous properties of the TTP, such as capability to support 
1+1 protection for a TE tunnel terminated on the TTP).  

 
__________________________________ ___________________________________  

/* TTP */  
     +-- rw tunnel - termination - point* [tunnel - tp - id]  

/* TTP ID */  
         +-- rw tunnel - tp - id                           binary  
/* TTP layer network ID */  
         |  + -- rw switching - capability?        identityre f  
         |  + -- rw encoding?                    identityref  
//* Inter - layer - locks supported by TTP */  
         |  + -- rw inter - layer - lock - id?         uint32  
/* TTPôs protection capabilities */ 
         |  + -- rw protection - type?             identityref  
/* TTPôs list of client layer users */ 
         |  + -- rw client - layer - adaptation  
  

..................................................................  
/* TTPôs Local Link Connectivity List (LLCL) */ 
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         |  + -- rw local - link - connectivities  
  
............... ...................................................  

_____________________________________________________________________  

 
 

o Label ï in the context of circuit switched layer networks 
identifies a particular resource on a TE link (e.g. Och 

wavelength, ODUk c ontainer)  

+-- :(label)  
   +-- rw value?   rt - types:generalized - label  
 

Figure 3. TTP Local Link Connectivity List  
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o TTP basic local link connectivity list (basic LLCL)  ï a list of TE 
link/label combinations terminated by the TTP - hosting TE node 
(effectively the same as LTP/label pairs), which the TTP could be 
connected to (see Figure 3, upper left). From the point of view of 
a potential TE path, basic LLCL provides a li st of permissible 
LTP/label pairs the TE path needs to start/stop on for a 
connection, taking the TE path, to be successfully terminated on 
the TTP in question.  

o TTP detailed local link connectivity list (detailed LLCL) ï basic 
LLCL extended to provide a se t of costs (such as intra - node 
summary TE metric, delay, SRLGs, etc.) associated with each LLCL 
entry (see Figure 3, upper right)  

        
_____________________________________________________________________  

      /* TTP LLCL */  
      |  + -- rw local - link - connectivities  

    |     + -- rw number - of - entries?         uint16  
          /* LLCL entry */  

 
    /* LLCL entry LTP */  

          |        + -- rw link - tp - ref                leafref  
  
..................................................................  
 
/* LLC entry label range */  
|     + -- rw label - restriction* [inclusive - exclusive label - start]  
|     |  + -- rw inclusive - exclusive    enumeration  
|     |  + -- rw label - start            rt - types:generalized - label  
      |     |  + -- rw label - end?             rt - types:ge neralized -
label  

      |     |  + -- rw range - bitmap?          binary  
 
/* LLCL entry underlay TE path(s) */  
|     + -- rw underlay! {te - topology - hierarchy}?  
|     |  + -- rw primary - path  
|     |  + -- rw backup - path* [index]  
/* LLCL entry protection type */  
|     |   +-- rw protection - type?   uint16  
/* LLCL entry supporting TE tunnels */  
|     |  + -- rw tunnels  
/* LLCL entry bandwidth parameters */  
|     + -- rw max - lsp - bandwidth* [priority]  

  
..................................................................  
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/* LLCL ent ry metrics  (vector of costs) */  
|     + -- rw te - default - metric?         uint32  
|     + -- rw te - delay - metric?           uint32  
|     + -- rw te - srlgs  
|     |  + -- rw value*   te - types:srlg  
|     + -- rw te - nsrlgs {nsrlg}?  
  
..................................................................  
/* LLCL entry ID */  

|     |  + -- rw id*   uint32  
_____________________________________________________________________  

 
 

o TTP adaptation client layer list  -  a list of client layers that 
cou ld be directly adopted by the TTP. This list is necessary to 
describe complex multi - layer (more than two layer) client - server 
layer hierarchies and, in particular, to identify the position of 
the TTP in said hierarchies.  

         

__________________________ ___________________________________________  

/* TTP adaptation client layer list */  
         |  + -- rw client - layer - adaptation  
         |  |  + -- rw switching - capability* [switching - capability 
encoding]  
         /* Client layer ID */  
         |  |     + -- rw s witching - capability    identityref  
         |  |     + -- rw encoding                identityref  
         /* Adaptation bandwidth available for the client layer */  
         |  |     + -- rw bandwidth?              te - bandwidth  

_________________________________ ____________________________________  
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Figure 4. TE Node Connectivity Matrix  

o TE node basic connectivity matrix  -  a TE node attribute describing 
the TE nodeôs switching capabilities/limitations in the form of 
permissible switching combinations of the TE no deôs LTP/label 
pairs (see Figure 4, upper left). From the point of view of a 
potential TE path arriving at the TE node at a given inbound 
LTP/label, the nodeôs basic connectivity matrix describes 
permissible outbound LTP/label pairs for the TE path to leav e the 

TE node.  

o TE node detailed connectivity matrix -  TE node basic connectivity 
matrix extended to provide a set of costs (such as intra - node 
summary TE metric, delay, SRLGs, etc.) associated with each 
connectivity matrix entry (see Figure 4, upper right) .  

         
_____________________________________________________________________  

/* TE node connectivity matrix */  
         |  + -- rw connectivity - matrix* [id]  

         |     + -- rw id                         uint32  
         |     + -- rw from  /* left LTP */  
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         |     |  + -- rw tp - ref?   leafref  
         |     + -- rw to    /* right LTP */  
         |     |  + -- rw tp - ref?   leafref  
         |     + -- rw is - allowed?                boolean  
 
         /* Connectivity matrix entry label range */  
         |     + -- rw label - restriction* [inclusive - exclusive 
label - start]  
         |     |  + -- rw inclusive - exclusive    enumeration  

         |     |  + -- rw label - start            rt -
types:generalized - label  
         |     |  + -- rw label - end?             rt -
types:generalized - label  
         |     |  + -- rw range - bitmap?          binary  
 
        /* Connectivity matrix entry underlay TE path(s) */  
         |     + -- rw underlay! {te - topology - hierarchy}?  
         |     |  + -- rw primary - path  
         |     |  + -- rw backup - path* [ind ex]  
         /* Connectivity matrix entry protection type */  
         |     |  + -- rw protection - type?   uint16  

         /* Connectivity matrix entry supporting TE tunnels */  
         |     |  + -- rw tunnels  
         /* Connectivity matrix entry bandwidth pa rameters */  
         |     + -- rw max - lsp - bandwidth* [priority]  
  
....................................... ...........................  
         /* Connectivi ty matrix entry metrics (vector of costs) */  
         |     + -- rw te - default - metric?         uint32  
         |     + -- rw te - delay - metric?           uint32  
         |     + -- rw te - srlgs  
         |     |  + -- rw value*   te - types:srlg  
         |     + -- rw te - nsrlgs {nsrlg}?  

  
....................................... ...........................  
         /* Connectivity matrix entry ID */  
         |     |  + -- rw id*   uint32  

_____________________________________________________________________  
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Figure 5.  TE Path  

o TE path  -  an ordered list of TE node/link IDs (each possibly 
augmented with labels) that interconnects over a TE topology a 
pair of TTPs and could be used by a connection (see Figure 5). A 
TE path could, for example, be a product of a successful path 
computation performed for a given TE tunnel  

      
_______________________________________ ______________________________  

/* TE path */  
 

      /* TE topology the path is defined in */  
 |     |  |  + -- rw network - ref?    leafref  
      /* Path type (IRO, XRO, ERO, RRO) */  
 |     |  |  + -- rw path - type?    identityref  
 
      /* TE path elements */  
 |      |  |  + -- rw path - element* [path - element - id]  
 |     |  |     + -- rw path - element - id    uint32  
 |     |  |     + -- rw index?             uint32  
 |     |  |     + -- rw (type)?  
       /* Numbered TE link path element */  
 |     |  |        + -- :(ip - address)          

 |     |  |        |  + -- rw ip - address - hop  
 |     |  |        |     + -- rw address?    inet:ip - address  
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 |     |  |        |     + -- rw hop - type?   te - hop - type  
       /* AS number path element */  
 |     |  |        + -- :(as - number)           
 |     |  |         |  + -- rw as - number - hop  
 |     |  |        |     + -- rw as - number?   binary  
 |     |  |        |     + -- rw hop - type?    te - hop - type  
       /* Unnumbered TE link path element */  
 |     |  |        + -- :(unnumbered - link)  
 |     |  |        |  + -- rw unnu mbered - hop  

 |     |  |        |     + -- rw te - node - id?      inet:ip - address        
 |     |  |        |     + -- rw tp - id?   uint32  
 |     |  |        |     + -- rw hop - type?       te - hop - type  
       /* Label path element */  
 |     |  |        + -- :(label)  
 |     |  |        |  + -- rw label - hop  
 |     |  |        |     + -- rw value?   rt - types:generalized - label  
 |     |  |        |     + -- rw direction?       boolean  
 |     |  |        + -- :(sid)  
 |     |  |           + -- rw sid - hop  
 |     |  |              + -- rw sid ?   rt - types:generalized - label  

_____________________________________________________________________  

 
 

o TE path segment  ï a contiguous fragment of a TE path  

Figure 6 . TE Inter - Layer Lock  
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o TE inter - layer lock  -  a modeling concept describing client - server 
layer adaptation relationships important for multi - layer traffic 
engineering. It is an association of M client layer LTPs and N 
server layer TTPs, within which data arriving at any of the client 
layer LTPs cou ld be adopted onto any of the server layer TTPs. A 
TE inter - layer lock is identified by inter - layer lock ID, which is 
unique across all TE topologies provided by the same provider. The 
client layer LTPs and the server layer TTPs associated by a given 
TE in ter - layer lock share the same inter - layer lock ID value.  

In Figure 6 a TE inter - layer lock IL_1 associates six client layer 
LTPs (C_LTP_1 ï C_LTP_6) with two server layer TTPs (S_TTP_1 and 
S_TTP_2). As mentioned, they all have the same attribute ïinter -
lay er lock ID:  IL_1, which is the only parameter/value indicating 
the association.  A given LTP may have zero, one or more inter -
layer lock IDs.  In the case of multiple inter - layer lock IDs, 
this implies that the data arriving at the LTP can be adopted onto  
any of TTPs associated with all specified inter - layer locks.  For 
example, C_LTP_1 may be attributed with two inter - layer locks ï 
IL_1 and IL_2. This would mean that C_LTP_1 for adaptation 
purposes can use not just TTPs associated with inter - layer lock 

IL_ 1 (i.e. S_TTP_1 and S_TTP_2 in the Figure), but any of TTPs 
associated with inter - layer lock IL_2. Likewise, a given TTP may 
have one or more inter - layer locks, meaning that it can offer the 
adaptation service to any client layer LTP having an inter - layer 
lock matching one of its own.  

LTPs and TTPs associated within the same TE inter - layer lock may 
be hosted by the same (hybrid, multi - layer) TE node or by multiple 
TE nodes defined in the same or separate TE topologies. The latter 
case is especially importa nt because TE topologies of different 
layer networks could be modeled by separate augmentations of the 
basic (common to all layers) TE topology model.  

        |  + -- rw inter - layer - lock - id?         uint32  
 

o Transitional link  ï an alterative method of modelin g client - server 
adaptation relationship. Transitional link is a bi - directional 
link connecting an LTP in a client layer to an LTP in a server 
layer, which is associated (via TTPôs LLCL) with a server layer 
TTP capable of  adopting of the client layer data onto a TE tunnel 
terminated by the TTP. Important attributes pf a transitional link 
are loca;/remote LTP IDs, TE metric and available adaptation 
bandwidth.  
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Figure 7.  Native and Abstract TE Topologies  

o Native TE topology ï a TE topology as it is known (to full extent 
and unmodified) to the TE topology provider (see lower part of 
Figure 7.). A native TE topology might be discovered via various 
routing protocols and/or subscribe/publish techniques. For 
example, a first - level TE topology provider (such as a T - SDN 

Domain Controller, DC) may auto - discover its native TE 
topology(ies) by participating in the domainôs OSPF- TE protocol 
instance; while a second - level TE topology provider (such as a 
Hierarchical T - SDN Controller. HC) normally builds its native TE 
topol ogy(ies) based on TE topologies exposed by each of the 
subordinate, first -  level TE topology providers.  

o Underlay TE topology  ï a TE topology that serves as a base for 
constructing overlay TE topologies.  
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o Overlay TE topology  ï a TE topology constructed base d on one or 
more underlay TE topologies. Each TE node of the overlay TE 
topology represents a separate underlay TE topology (that could be 
mapped onto an arbitrary segment of a native TE topology). Each TE 
link of the overlay TE topology represents, genera lly speaking, an 
arbitrary TE path in one of the underlay TE topologies. The 
overlay TE topology and the supporting underlay TE topologies may 
represent separate layer networks (e.g. OTN/ODUk and WDM/OCh 
respectively) or the same layer network.  

o Abstract TE  topology  ï an overlay TE topology created by a 
provider to describe its network in some abstract way. An abstract 
TE topology contains at least one abstract TE topology element, 
such as TE node or TE link. An abstract TE topology is built based 
on content s of one or more of the providerôs native TE topologies 
(serving as underlay(s)), the providerôs policies and the clientôs 
preferences (see upper part of Figure 7).  

o Customized TE topology  ï a TE topology tailored for a given 
providerôs client. A customized TE topology is usually but not 
always an abstract TE topology. For example, a given abstract TE 

topology could be exposed to a group or all providerôs clients (in 
which case the abstract TE topology is not a customized TE 
topology). Likewise, a given nai ve TE topology could be customized 
for a given client (for example, by removing high delay TE links 
the client does not care about). So customized TE topology is not 
an abstract TE topology, because it does not contain abstract TE 
topology elements  

o TE inte r - domain plug ï a TE link attribute meaningful for open -
ended inter - domain/access TE links. It contains a network - wide 
unique value (inter - domain plug ID) that identifies in the network 
a connectivity supporting the inter - domain/access TE link in 

question.  It is expected that a given pair of neighboring domain 
TE topologies (provided by separate providers) will have each at 
least one open - ended inter - domain/access TE link with a TE inter -
domain plug matching to one provided by its neighbor, thus 
allowing fo r a client of both domains to identify adjacent nodes 
in the separate neighboring TE topologies and resolve the open -
ended inter - domain/access TE links by connecting them regardless 
of the links respective local/remote node ID/link ID attributes. 
Inter - domain plug IDs may be assigned and managed by a central 
network authority. Alternatively, inter - domain plug IDs could be 
dynamically auto - discovered (e.g. via LMP protocol).  

_____________________________________________________________________  
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     +-- rw ex ternal - domain  
        |  + -- rw network - ref?            leafref  
        |  + -- rw remote - te - node - id?      te - types:te - node - id  
        |  + -- rw remote - te - link - tp - id?   te - types:te - tp - id  
        |  + -- rw plug - id?                uint32  

_____________________________________________________________________  

 

 
1.3. Abstract TE Topology Calculation, Configuration and Maintenance  

The TE Topology Model does not prescribe what and how abstract TE 
topologies are computed, configured, manipulated and supported by a 
TE network (e.g. transport network) provider. However, it is assumed 
that:  

o All TE topologies, native or abstract, conveyed to the same or 
different clients, are largely independent one from another. This 
implies that each TE topology, genera lly speaking, has an 
independent name space for TE node and link IDs, SRLGs, etc. 

(possibly overlapping with the name spaces of other TE 
topologies);  

o All abstract TE topologies are bound to the respective underlay 
native or abstract TE topologies only by t he overlay/underlay 
relationships defined by the TE Topology Model, but, otherwise, 
the abstract TE topologies are decoupled from their respective 
underlay TE topologies.  

It is envisioned that an original set of abstract TE topologies is 
produced by a TE n etwork provider for each of its clients based on 
the providerôs local configurations and/or policies, as well as the 

client - specific profiles. The original set of abstract TE topologies 
offered to a client may be accepted by the client as - is. 
Alternatively , the client may choose to negotiate/re - configure the 
abstract TE topologies, so that the latter optimally satisfy the 
clientôs needs. In particular, for each of the abstract TE topologies 
the client may request adding/removing TE nodes, TE links, TTPs 
and /or modifying re - configurable parameters of the existing 
components. The client may also request different optimization 
criteria as compared to those used for the original abstract TE 
topology optimization, or/and specify various topology - level 
constraints . The provider may accept or reject all or some abstract 
TE topology re - configuration requests. Hence, the abstract TE 

topology negotiation process may take multiple iterations before the 
provider and each of its clients agree upon a set of abstract TE 
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top ologies and their contents. Furthermore, the negotiation process 
could be repeated over time to produce new abstract TE topologies 
optimal to best suit evolving circumstances.  

Figure 8. Native Transport Network Domain TE Topology as an Underlay 

for Abstrac t TE Topologies  

Letôs assume that a native transport network domain TE topology to be 
as depicted in Figure 8. The popular types of abstract TE topologies 
based on this native TE topology as an underlay are described in the 
following sections.  
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1.3.1. Single - Node Abstract TE Topology  

Figure 9.  Blocking/Asymmetrical TE Node with Basic Connectivity 
Matrix Attribute  

In Figure 9, the transport network domain is presented to a client as 

a one - node abstract TE topology, where the single TE node (AN1) 
represents the en tire domain and terminates all of the inter -
domain/access TE links connecting the domain to its adj acent domains 
(i.e. TE links L1... L8). Because AN1 represents the entire domain the 
nodeôs Underlay TE Topology attribute matches the ID of one of the 
domain ôs native TE topologies (e.g. one presented in Figure 8). 
[Note: all or some of the underlay TE topologies a given abstract TE 
topology depends on could be catered to the client by the provider 
along with the abstract TE topology in question or upon separa te 
request(s) issued by the client.]  

One important caveat about abstract TE node AN1 is that it should be 

considered as an asymmetrical/blocking switch, because, generally 
speaking, it is not guaranteed that a suitable TE path exists between 
any given pair  of inter - domain TE links into/out of the domain. This 
means from the TE Topology model point of view that there are certain 
limitations as to how AN1ôs LTPs could be interconnected 
inside/across the TE node. The model allows for asymmetrical/blocking 
swit ches by specifying for the associated TE nodes a non - empty basic 
connectivity matrix attribute describing permissible inbound - outbound 
TE link/label switching combinations. It is assumed that the 
providerôs path computer can compute a set of optimal TE paths, 
con necting inbound TE link/label_x <=>  outbound TE link/label_y 
combinations inside the abstract TE node over the TE nodeôs underlay 

TE topology. Based on the results of such computations, AN1ôs 
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connectivity matrix can be (re - )generated and (re - )convey ed to the 
abstract TE topology client.  

A richer version of the basic connectivity matrix is the detailed 
connectivity matrix. The latter not only describes permissible 
inbound TE link/label_x <=>  TE link/label  TE link/label_y switching 
combinations, but a lso provides connectivity matrix entry specific 
vectors of various costs/metrics (in terms of delay, bandwidth, 
intra - node SRLGs and summary TE metrics) that a potential TE path 

will accrue, should a given connectivity matrix entry be selected by 
the path for crossing the TE node (see Figure 10).  

Figure 10.  Blocking/Asymmetrical TE Node with Detailed Connectivity 
Matrix Attribute  
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1.3.2. Full Mesh Link Abstract TE Topology  

Figure 11.  Full Mesh Link Abstract TE Topology  

In Figure 11, the transport network domain  is abstracted in the 
following way.  

o Each of the underlay native TE topology border TE nodes (i.e., the 
TE nodes terminating at least one inter - domain/access TE link, 
such as TE nodes S3 or S11 in Figure 8) is represented in the 
abstract TE topology as a s eparate abstract TE node, matching one -
for - one to the respective border TE node of the underlay TE 
topology. For example, S3ô of the abstract TE topology represents 
S3 of the underlay TE topology in Figure 8. [Note that such a 
relationship is modeled via S upporting Node attribute of TE node 
S3ô specifying the ID of S3, as well as the ID of the TE topology 

where S3 is defined (i.e. TE topology in Figure 8)]. Likewise, S9ô 
represents S9, S11ô represents S11 and so forth;   
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o TE nodes S3ô, S5ô, S8ô, S9ô and S11ô are interconnected via a full 
mesh of abstract TE links. It is assumed that the providerôs path 
computer can compute a set of optimal TE paths over one or more of 
underlay TE topologies (such as presented in Figure 8) -  one for 
each of said abstract TE lin ks; and the provider can set up the TE 
tunnels in the network supporting each of the abstract TE links, 
either during the abstract TE topology configuration (in the case 
of committed/pre - established abstract TE links), or at the time 
the first clientôs connection is placed on the abstract TE link in 

question (the case of uncommitted abstract TE links). [Note that 
so (re - )computed TE paths, as well as the IDs of respective 
underlay TE topologies used for their computation are normally  
catered to the client in the Underlay TE path attribute of the 
associated abstract TE links]  

The configuration parameters of each of the abstract TE links (such 
as layer ID, bandwidth and protection requirements, preferred TE 
paths across the underlay TE topology for the primar y and backup 
connections, etc.) are expected to be found in the abstract TE 
topology profiles/templates locally configured with the provider or 
pushed to the provider by the client via the policy NBI. Each of the 

abstract TE links may be later re - configure d or removed by direct 
configuration requests issued by the client via TE Topology NBI. 
Likewise, additional abstract TE links may be requested by the client 
at any time.  

Some possible variants/flavors of the Full Mesh Link Abstract TE 
Topology described a bove are:  

o Partial Mesh Link Abstract TE Topology (where some of the abstract 
TE links from the full mesh are missing);  

o Double Mesh Link Abstract TE Topology (where each pair of abstract 

TE nodes is connected via two diverse abstract TE links).  
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1.3.3. Star - n- Spokes Abstract TE Topology  

Figure 12. Star - n- Spoke Abstract TE Topology  

The Full Mesh Link Abstract TE Topology suffers from the n - squared 
problem; that is, the number of required abstract TE links is 
proportional to square of the number of native TE topolog y border TE 
nodes. This problem can be mitigated (i.e., the number of required 
abstract TE links may be significantly reduced) by adding, to the 
abstract TE topology, an additional abstract TE node (the star) 
representing one or several interconnected non - border TE nodes from 
the native TE topology. Abstract TE links in the Star - n- Spokes 
Topology connect the star with all other TE nodes of the topology 
(the spokes). For example, abstract TE node AN1 in Figure 12 could 
represent collectively TE nodes S7, S10  and S4 of the native TE 
topology (see Figure 8) with abstract TE links connecting AN1 with 

all other TE nodes in the Star - n- Spokes Abstract TE Topology in 
Figure 12.  

In order to  introduce a composite abstract TE node, (e.g. AN1 in 
Figure 12) representing in a given abstract TE topology an arbitrary 
segment of another TE topology (e.g. TE nodes S7, S12 and S4 of the 
TE topology in Figure 8) the TE topology provider is expected to 
perform the following operations:  

o Copy the TE topology segment to be represented by the abstract TE 
node (i.e. TE nodes S7, S10 and S4 in Figure 8, as well as the TE 
links interconnecting them) into a separate  auxiliary TE topology 

(with a separate TE top ology ID);  
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o Set for each TE node and TE link of the auxiliary TE topology the 
Supporting Node/Link attribute matching the original TE topology 
ID, as well as the ID of the respective original TE node/link of 
the original TE topology.  For example, if S7ò of the auxiliary TE 
topology is a copy of S7 of the original TE topology, the 
Supporting Node attribute of S7ò will specify the ID of the 
original  TE topology (presented in figure 8) and the ID of S7;  

o Set for the abstract TE node AN1 the Underlay TE Topolog y 

attribute matching the auxiliary TE Topology ID  

Furthermore, the Star - n- Spokes Abstract TE topology provider is 
expected to:  

o Compute/provision TE paths/tunnels supporting each of the abstract 
TE links in Figure 12 (i.e. abstract TE links connecting the 
spokes to the star, AN1) as described in 1.3.2;  

o Generate the AN1ôs Basic/Detailed Connectivity Matrix attribute 
based on intra - node path computations performed on the AN1ôs 
underlay (i.e. auxiliary) TE topology and describing permissible 

inbound TE link/la
combinations as described in 1.3.1  

1.3.4. Arbitrary Abstract TE Topology  

Figure 13. Arbitrary Abstract TE Topology  

To achieve an optimal tradeoff between the number of components, the 
amount of information exposed by a tr ansport network provider and the 
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amount of path computations required to keep said information up - to -
date, the provider may present the TE network domain as an arbitrary 
abstract TE topology comprised of any number of abstract TE nodes 
interconnected by ab stract TE links (see Figure 13). Each of the 
abstract TE nodes can represent a single or several interconnected TE 
nodes from the domainôs underlay (native or lower level abstract) TE 
topology, or a fraction of an underlay TE node. [Note that each of 
the a bstract TE nodes of the TE topology in Figure 13 is expected to 
be introduced and maintained by the provider following the 

instructions as described in 1.3.3; likewise, each of the abstract TE 
links of the topology is expected to be computed, provisioned a nd 
maintained as described in 1.3.2]  

1.3.5. Customized Abstract TE Topologies  

Figure 14.  Customized Abstract TE Topology(ies)  

A transport network/domain provider may serve more than one client. 
In such a case, the provider ñslicesò the network/domain resources 

and exposes a slice for each of the clients in the form of a 
customized abstract TE topology. In Figure 14, the provider serves 
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two clients (Blue and Red). Client Blue is provided with the Blue 
abstract TE topology supported by the blue TE tunnels or paths in the 
underlay (native) TE topology (depicted in the Figure with blue 
broken lines). Likewise, client Red is provided w ith the Red abstract 
TE topology supported by the red TE tunnels or paths in the underlay 
TE topology.  

1.3.6. Hierarchical Abstract TE Topologies  

Figure 15. Hierarchy of Abstract TE Topologies  

As previously mentioned, an underlay TE topology for a given abstract  
TE topology component does not have to be one of the domainôs native 
TE topologies ï another (lower level) domainôs abstract TTE topology 
can be used instead. This means that abstract TE topologies are 
hierarchical in nature.  

Figure 15 provides an example  of abstract TE topology hierarchy. In 
this Figure the blue topology is a top level abstract TE topology 
catered to by the provider to one of the domainôs clients. One of the 
TE links of the blue topology ï link EF ï is supported by a TE path 
Eô- M- P- Q- N- Fô computed in the underlay TE topology (red topology), 
which happens to be domainôs (lower level) abstract TE topology.. 

Furthermore, as shown, the TE link PQ ï one of the TE links 
comprising the Eô- M- P- Q- N- Fô path ï is supported by its own underlay 
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TE path , Pô- X- Qô ï computed on one of the domainôs native TE 
topologies.  

Importantly, each TE link and TE node of a given abstract TE topology 
has, generally speaking, its individual stack/hierarchy of underlay 
TE topologies.  

1.4. Merging TE Topologies Provided By Mul tiple Providers  

A client may receive TE topologies provided by multiple providers, 
each of which managing a separate domain of an interconnected multi -
domain transport network. In order to make use of said topologies, 
the client is expected to merge (inter - connect) the provided TE 
topologies into one or more clientôs native TE topologies, each of 
which homogeneously representing the multi - domain transport network. 
This makes it possible for the client to select end - to - end TE paths 
for its TE tunnel connecti ons traversing multiple domains.  

In particular, the process of merging TE topologies includes:  

o Identifying neighboring TE domains and locking their TE topologies 

horizontally by connecting their inter - domain open - ended TE links;  

o Renaming TE node, link, an d SRLG IDs into ones allocated from a 
separate name space; this is necessary because all TE topologies 
are considered to be, generally speaking, independent with a 
possibility of clashes among TE node, link or SRLG IDs. Original 
TE node/link IDs along with  the original TE topology ID are stored 
in the Source attribute of the respective TE nodes/links of the 
merged TE topology;  

o Locking, TE topologies associated with different layer networks 
vertically according to provided TE inter - layer locks; this is to 

fa cilitate inter - layer path computations across multiple TE 
topologies provided by the same topology provider.  
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Figure 16. Merging Domain TE Topologies  

Figure 16 illustrates the process of merging, by the client, of TE 
topologies provided by the clientôs providers.  

In the Figure, each of the two providers caters to the client a TE 
topology (abstract or native), describing the network domain under 

the respective providerôs control. The client, by consulting the 
attributes of the open - ended inter - domain/acce ss TE links -  such as 
TE inter - domain plugs or remote TE node/link IDs -  is able to 
determine that:  

1.  the two domains are adjacent and are interconnected via three 
inter - domain TE links, and;  

2.  each domain is connected to a separate customer site, connecting 
t he left domain in the Figure to customer devices C - 11 and C - 12, 
and the right domain to customer devices C - 21, C - 22 and C - 23.  
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Therefore, the client interconnects the open - ended TE links, as shown 
on the upper part of the Figure.  

As mentioned, one way to i nterconnect the open - ended inter -
domain/access TE links of neighboring domains is to mandate the 
providers to specify remote nodeID/linkID attributes in the provided 
inter - domain/access TE links. This, however, may prove to be not 
flexible. For example, th e providers may not be aware of the 
respective remote nodeID/linked values. More importantly, this option 

does not allow for the client to mix - n- match multiple (more than one) 
TE topologies catered by the same providers (see the next section). 
Another, mor e flexible, option to resolve the open - ended inter -
domain/access TE links is by decorating them with the TE inter - domain 
plug attribute. The attribute specifies inter - domain plug ID -  a 
network - wide unique value that identifies on the network connectivity 
supporting a given inter - domain/access TE link. Instead of specifying 
remote node ID/link ID, an inter - domain/access TE link may provide a 
non - zero inert - domain plug ID. It is expected that two neighboring 
domain TE topologies (provided by separate provide rs) will have each 
at least one open - ended inter - domain/access TE link with a TE inter -
domain plug matching to one provided by its neighbor. For example, 

the inter - domain TE link originating from node S5 of the Domain 1 TE 
topology (Figure 8) and the inter - domain TE link coming from node S3 
of Domain2 TE topology may specify matching TE inter - domain plugs 
(i.e. carrying the same inter - domain plug ID).  This would allow for 
the client to identify adjacent nodes in the separate neighboring TE 
topologies and re solve the inter - domain/access TE links connecting 
them regardless of their respective nodeIDs/linkIDs (which, as 
mentioned, could be allocated from independent name spaces).  

Inter - domain plug IDs may be assigned and managed by a central 
network authority.  Alternatively, inter - domain plug IDs could be 
dynamically auto - disc overed (e.g. via LMP protocol).  

Furthermore, the client renames the TE nodes, links and SRLGs offered 
in the abstract TE topologies by assigning to them IDs allocated from 
a separate name space managed by the client. Such renaming is 
necessary, because the two abstract TE topologies may have their own 
name spaces, generally speaking, independent one from another; hence, 
ID overlaps/clashes are possible. For example, both TE topologies 
have TE nodes named S7, which, after renaming, appear in the merged 
TE topology as S17 and S27 respectively. IDs of the original (i.e. 
abstract TE topology) TE nodes/links along with the ID of the 
abstract TE topology they belong to are stored in the Source 
att ribute of the respective TE nodes/links of the merged TE topology. 

For example, the Source attribute of S27 will contain S7 and the TE 
topology ID of the abstract TE topology describing domain 2.  
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Once the merging process is complete, the client can use th e merged 
TE topology for path computations across both domains, for example, 
to compute a TE path connecting C - 11 to C - 23.  

1.4.1. Dealing With Multiple Abstract TE Topologies Provided By The Same 
Provider  

Figure 17. Multiple Abstract TE Topologies Provided By TE  Topology 

Providers  

A given provider may expose more than one abstract TE topology to the 
client. For example, one abstract TE topology could be optimized 
based on a lowest - cost criterion, while another one could be based on 
best possible delay metrics, wh ile yet another one could be based on 
maximum bandwidth availability for the client connections. 
Furthermore, the client may request all or some providers to expose 
additional abstract TE topologies, possibly of a different type 
and/or optimized differentl y, as compared to already - provided TE 
topologies. In any case, the client should be prepared for a provider 

to offer to the client more than one abstract TE topology.  












































































































































